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two novel methods of text categorization in which documents are split into
fragments.

experiments on English, French and Czech.
both methods increase the accuracy of text categorization

for the Naive Bayes classifier this increase is significant




Methods
ski p-tail
only the first X sentences of a document are used

fragnments

splits the documents into fragments which are classitied independently of

each others

Data

20 Newsgroups
Reuters-21578
Medline
French cooking

Czech newspaper




Experiments

Feature (i.e. significant word) selection
chi, ig, f1 and Probability Ratio (pr). ig yielded the best results
Three learning algorithms
J48, Naive Bayes, SVM (SMO).
Length of fragments
1-15, 20, 25, 30, and 40 sentences.
Evaluation criterion
accuracy (the percentage of correctly classified documents from the test set)

10-fold cross validation.
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