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Abstract—In this paper we propose a novel approach to se-
lecting images suitable for inclusion in the visual summaries.
The approach is grounded in insights about how people summa-
rize image collections. We utilize the Amazon Mechanical Turk
crowdsourcing platform to obtain a large number of manually
created visual summaries as well as information about criteria for
image inclusion in the summary. Based on these large-scale user
tests, we propose an automatic image selection approach, which
jointly utilizes the analysis of image content, context, popularity,
visual aesthetic appeal as well as the sentiment derived from
the comments posted on the images. In our approach we do not
describe images based on their properties only, but also in the
context of semantically related images, which improves robustness
and effectively enables propagation of sentiment, aesthetic appeal
as well as various inherent attributes associated with a particular
group of images. We discuss the phenomenon of a low inter-user
agreement, which makes an automatic evaluation of visual sum-
maries a challenging task and propose a solution inspired by
the text summarization and machine translation communities.
The experiments performed on a collection of geo-referenced
Flickr images demonstrate the effectiveness of our image selection
approach.

Index Terms—Crowdsourcing, image aesthetic appeal, image
content and context, image set evaluation, learning to rank, senti-
ment analysis, social media, user-informed visual summarization.

I. INTRODUCTION

R APID growth of the amount of digital multimedia data
available in personal and professional collections as

well as the content sharing and social networking websites,
has created the need for powerful tools enabling analysis,
representation, abstraction and summarization of data for more
efficient and effective browsing and retrieval. Summarization
techniques, in particular, aim at providing a compact represen-
tation of a single multimedia data document or data collection.
Depending on the type of data and the application domain,
summaries may consist of text, images, video segments or a
combination of these.
In this paper we focus on visual summaries. Visual sum-

maries serve to abstract a video [1], [2], set of videos [3] or
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an image collection [4]–[6] and usually consist of video seg-
ments or images (e.g., photos or video keyframes). Although
humans in general intuitively understand the concept of a (vi-
sual) summary, giving a single and universal definition of the
summary appears to be difficult [7]. While intuitively the struc-
ture and content of a summary should depend on the purpose
it should fulfill [8], the final assessment of its quality can only
be made based on its compatibility with the expectations of the
human users. Therefore, given a particular application and use
case, the specific criteria reflecting the user’s perception of the
summarization quality should be identified and used to steer the
summarization algorithm. In other words, a summarization al-
gorithm should be user informed in order to be successful.
Existing methods for visual summarization have typically

been guided by studies (e.g., [9]) of users’ preferences in terms
of a tradeoff between the relevance and representativeness of
the information included in the summary and the ability of
the summarization algorithm to diversify the included visual
content [4]–[6], [10]. The notions of relevance, representative-
ness and diversity, as well as the interplay among the three are,
however, too general to be modeled successfully in a given
summarization scenario, and especially across scenarios. Fur-
thermore, although the quality of visual summaries generated
using the existing approaches is sometimes judged by human
evaluators (e.g., [4]), explicit information on how humans
create visual summaries has hardly been inferred or taken into
account while developing summarization algorithms. There-
fore, the insights obtained so far can be considered insufficient
to serve as guidelines for developing a solid visual summariza-
tion approach.
In this paper we demonstrate how user-informed visual sum-

marization algorithms can be facilitated by relying on crowd-
sourcing. We first run a large-scale crowdsourcing experiment
to obtain insight into how users perform visual summarization.
Then we use this insight to decide on the appropriate features,
based on which images in the collection can be ranked. The
ranking reflects the suitability of an image as a candidate for
inclusion in the summary, that is, how likely an image would be
selected for the summary by the users.
We take the problem of visual summarization of geographic

areas as the sample use case in this paper to demonstrate the ben-
efits of the proposed user-informed image selection concept. We
foresee, however, that the material presented here will be of use
in a wide range of summarization problems. The paper makes
the following main contributions, whose implications transcend
our specific choice of use case:
• We show how to deploy crowdsourcing to acquire im-
plicit and explicit criteria humans find important when per-
forming visual summarization.

1520-9210 © 2013 IEEE
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Fig. 1. Illustration of the proposed user-informed approach to image selection
for creating visual summaries. All images are downloaded from Flickr under
CC license.

• We propose a novel approach for embedding the derived
criteria into descriptive features and learning to distinguish
between images based on the likelihood of their appear-
ance in the human-created visual summaries.

• In order to match the criteria inferred from human-cre-
ated summaries, we expand the scope of features used to
represent the image collection beyond those that are typ-
ically deployed for visual summarization. This expansion
encompasses, in particular, features related to the context,
aesthetic appeal, sentiment and popularity of an image.

• We provide new insights regarding the applicability of
some standard image aesthetic appeal features in a general
summarization scenario.

• We demonstrate that the existence of multiple “optimal”
visual summaries leads to a low inter-user agreement that
makes image set evaluation difficult. We therefore propose
an automatic evaluation protocol based on the pyramid ap-
proach and motivated by the experience from the text do-
main that has been documented in the literature by the text
summarization and machine translation communities.

In Section II we provide an overview of the proposed
image selection approach and explain in more detail the ra-
tionale behind it. In Section III we report on related work. In
Section IV our crowdsourcing experiment is described and then
in Section V we present the features used to represent images.
Our approach to user-informed image selection is introduced in
Section VI. Section VII details the pyramid approach to sum-
mary/image set evaluation, while in Sections VIII and IX we
present the experimental results. Finally, Section X concludes
the paper.

II. APPROACH OVERVIEW AND RATIONALE

Our approach to user-informed image selection for the pur-
pose of summarizing an image collection is illustrated in Fig. 1.
To allow us to develop a deeper understanding of how people

create summaries of image collections, we first run a crowd-
sourcing experiment on the AmazonMechanical Turk1 platform
and collect a large number of manually created visual sum-
maries. The participants of the study were also asked to indi-
cate the reasons for selecting a particular image for the sum-
mary, which helped us acquire insight into the general criteria
that should be satisfied by an automatic summarization algo-
rithm.
In the next step, we map these criteria on a number of features

used to represent the images in the collection, both in terms of
their individual properties and in the context of other images in
the collection. Feature selection is steered by two main obser-
vations derived from the crowdsourcing experiment. First, we
observed that the number of semantically related images in the
original collection plays an important role when selecting an
image for the summary (e.g., related to the paradigms of diver-
sity and representativeness as introduced in the previous work
[4], [6]). We consider images to be semantically related if they
are captured at nearby locations (e.g., having the same or similar
geo-coordinates) and are also visually similar to each other (e.g.,
depict the same scenes, objects or events). Images captured at
the same geo-location, but with different depicted content are
considered semantically different. Based on this understanding
of semantic similarity, we consider geo-coordinates and stan-
dard images features, which reflect the saliency of the depicted
visual content (object, scene) as the input for geo-visual clus-
tering that reveals semantic links among the images in the col-
lection.
We observed, however, that some other more subtle criteria

also played an important role when the human summarizers
were deciding on which images to select for the summaries.
While typically a low inter-user agreement is expected re-
garding the inclusion of a specific image in a summary
(probability is inversely proportional to the number of equally
qualifying candidate images), it was striking to see that some
images were selected by many users, far more often than other
images. Based on the comments the users provided with their
summaries, we concluded that an explanation of the criteria for
image selection in these cases could be linked to the notions
of image aesthetic appeal [11]–[13], affect and sentiment [14],
[15] that have been investigated in various research contexts,
such as e.g., image processing and computer vision, affective
computing, natural language processing and social network
analytics.
Therefore, similar to e.g., [12] we extract several image aes-

thetic appeal features (e.g., image colorfulness, aspect ratio) and
consider image popularity indicators as well (i.e., view count
and number of comments). For consistency reasons, we adopt
notation from related work, where image aesthetic appeal fea-
tures are considered to be those that influence aesthetic rating of
an image [11]–[13]. Regarding the sentiment, similar to [15] we
conjecture that the useful information might be derived from the
comments posted on images, which often have an affective di-
mension. For the reasons of consistency with the related work,
we refer to this particular step as the image sentiment analysis.
Our sentiment analysis approach is based on publicly available
Whissell’s Dictionary of Affect in Language [16], attempting to
quantify emotions in natural language. Finally, we investigate

1https://www.mturk.com/mturk/welcome
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whether the targeted levels of appeal and sentiment can also be
detected indirectly using various popularity indicators that can
be derived from popular online image sharing sites.
The selected features serve as input into our proposed image

selection approach. This approach aims at learning inherent
properties that make images more or less likely to be selected
for the summary by humans. We start from the reference sum-
maries obtained through crowdsourcing and train a RankSVM
[17] for each collection subset, providing frequently selected
images as the positive and least frequently selected images as
the negative examples. The final image ranking, which could be
used as input when producing a visual summary, is generated
by rank aggregation as explained in detail in Section VI.

III. RELATED WORK

In this section we discuss previous work related to the prob-
lems and technologies addressed in the paper.

A. Visual Summarization

Generally, visual summarization aims at building a compact
representation of a single video, set of videos or an image
collection. Informedia [18] was probably one of the earliest
projects addressing video summarization. More recently,
TRECVID benchmark series run the BBC rushes summa-
rization evaluation pilot (e.g., [1]), where the benchmark
participants were provided 40 BBC rushes video files for each
of which they were expected to generate visual summaries with
up to 2% of the duration of the original file.
With the growing popularity of social media, a number of

approaches for generating summaries of collections of com-
munity-contributed images have been proposed. Kennedy and
Naaman [4] propose a multimodal approach to providing repre-
sentative and diverse views of landmarks using Flickr images.
In [10] travelogues and Flickr images are used for creating the
summaries of touristic cities. Popescu et al. [19] make use of
Flickr images and associated metadata for discovery and recom-
mendation of tourist trips. Cao et al. [5] first cluster Flickr im-
ages using associated geo-coordinates and then represent each
geo-cluster by the most representative images and the most fre-
quent tags. In our previous work [6] we presented a multimodal
approach to visual summarization of geographic areas using
community contributed images. The approach makes use of vi-
sual content of the images, associated annotations (i.e., title, de-
scription and tags) as well as the information about users and
their social network to select representative, but diverse images
of a geographic area within a predefined radius from a selected
location.
Visual summarization of data recorded by the wearable cap-

turing devices is another example of application domain rapidly
gaining popularity in the research community. For example,
given a video recording of a wearable camera, Lee et al. [20]
propose an approach, which jointly utilizes saliency detection
and temporal event analysis for automatically generating visual
summaries depicting the most important people and objects ap-
pearing in the video.

B. Summary Evaluation

Automatic summary evaluation has been a topic of intensive
research in the (text) information retrieval community [7], [8]

and although many different metrics have been proposed over
the years, the evaluation problem still poses significant chal-
lenges. Since 2001, the Document Understanding Conference
(DUC) series [21] and the successor series, Text Analysis Con-
ference (TAC) have been the epicenter of research in the field
of automatic summarization and summary evaluation [22]. The
majority of the proposed metrics for summary evaluation have
relied on the assumption that a good summary should be as
similar as possible to one, or preferably more, human-created
reference summaries. In [23], BLEU, an algorithm for auto-
matic evaluation ofmachine translationwas proposed. Themain
idea behind BLEU is to compare candidate translation with sev-
eral reference translations (e.g., translations made by humans)
using n-gram co-occurrence statistics. ROUGE [24] is another
well-known example of the metric for evaluation of machine
translation and automatic summarization, based on a similar
idea.
A common problem with the automatic summary evaluation

metrics such as e.g., ROUGE is a low agreement between
human-created reference summaries. Therefore, based on the
assumption that some summarization content units (SCUs) are
more important and therefore should be given a higher weight
when scoring summaries, a pyramid evaluation approach was
proposed [25] and later adopted by TAC as the official summary
evaluation metric [22]. Although it shows a high correlation
with the human judgment about the quality of an automatically
generated summary, the pyramid approach has the drawback
that the SCUs need to be manually annotated.
Compared to the field of document summarization, the multi-

media community has made relatively few attempts to systemat-
ically evaluate visual summaries. The participating video sum-
marization systems in TRECVID BBC rushes benchmark [1]
were evaluated using common metrics. However, the automatic
evaluation was not the focus of the initiative and the summaries
were judged on several parameters by the human evaluators.
Inspired by the well known BLEU [23] and ROUGE [24]

metrics, Li and Merialdo [3] proposed VERT, an algorithm tar-
geting automatic evaluation of video summaries. While BLEU
and ROUGE compare candidate summary with several human-
created reference summaries in terms of e.g., n-gram co-oc-
currence statistics, as a unit for comparison VERT analogously
uses the “group of n keyframes” as an alternative. However, as
will be illustrated in Section VII, a very low overlap between
human-created reference summaries deems the evaluation met-
rics such as BLEU, ROUGE and VERT inapplicable to the task
addressed in this paper.

C. Image Aesthetic Appeal and Sentiment Analysis

Estimating image aesthetic appeal as well as the sentiment
that images evoke is a complex problem that has been a sub-
ject of intensive research. Approaches to image aesthetic appeal
estimation aim at measuring the image properties that make it
appealing to the user. In [26] a user studywas conducted to iden-
tify those properties, which led to several categories of features
related to e.g., people, composition/subject, quality (blur, con-
trast, etc.) and redundancy. Example image properties found by
the similar studies to be correlated with the aesthetic appeal in-
clude image colorfulness, sharpness, rule of thirds, size, aspect
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ratio and face appeal features amongst many other [11]–[13],
[27], [28].
As a result of the increased popularity of social media in the

recent years, the analysis of sentiment evoked by multimedia
content is becoming increasingly more sophisticated and easier
to carry out. For example, from the comments posted in rela-
tion to a YouTube video or a Flickr image, it is often possible to
understand whether users perceive the multimedia item as e.g.,
pleasing, happy or sad. Recently, the publicly available lexical
resources such as e.g., Whissell’s Dictionary of Affect in Lan-
guage (DAL) [16] and SentiWordNet [29] have been proven ef-
fective in sentiment analysis of digital content. In the process of
the creation of the DAL, a large number of words were anno-
tated with regard to their pleasantness (valence) , activation and
imagery. Similarly, in SentiWordNet, each synset of WordNet
lexical database [30] is accompanied by positivity, negativity
and objectivity sentiment scores. For example, in [31] DAL was
successfully utilized for detection of narrative peaks in docu-
mentary videos, while in [32] SentiWordNet was deployed for
predicting the rating of YouTube comments. In another recent
study, Siersdorfer et al. [15] make use of SentiWordNet to ana-
lyze user-generated comments associated with the Flickr images
and quantify their sentiment.

IV. CROWDSOURCING FOR VISUAL SUMMARIZATION

Our automatic image selection approach is informed by the
large-scale user tests, which are carried out to investigate the
criteria that guide user’s selection of images for the visual sum-
mary. Below we first describe the image dataset used in the
study and then elaborate on the setup and the lessons learned
from the crowdsourcing experiment.

A. Image Collection

For the user tests we make use of Flickr image collection de-
scribed in detail in our recent work [6]. We initially selected
500 geo-locations in Paris, France output by a location recom-
mender system [33] and downloaded at most 100 creative com-
mons (CC) licensed images captured within 1 km of each lo-
cation together with the associated metadata such as e.g., title,
keywords, description, comments, geotags (latitude and longi-
tude), information on uploader and commenters. Finally, we
kept only 207 locations for which 100 images were available.
Downloaded images were selected based on a high Flickr pop-
ularity score, which ensures reasonable quality and relevance.
The images were not pre-filtered according to the type or topic
and thus reflect a wide spectrum of users’ interests, such as e.g.,
landmarks, various types of events in both indoor and outdoor
setting as well as the people in their everyday activities. Under-
lying variations in semantic density and visual homogeneity of
207 selected locations have a similar effect as varying the area
size or sampling a varying number of images.

B. Crowdsourcing Experiment

Recently, crowdsourcing platforms such as e.g., AmazonMe-
chanical Turk (MTurk) and CrowdFlower2 have emerged as the

2http://crowdflower.com/

powerful tools for efficient and relatively inexpensive comple-
tion of tasks that require human intelligence. On MTurk, such
tasks are called Human Intelligence Tasks (HITs) and can take
various forms, such as e.g., translating text from one language
to another, rating or tagging images, videos and music. While in
the beginning, the majority of MTurk workers were US-based,
the recent studies suggest a rapid internationalization of the
MTurk labor force [34]. A number of studies have shown that
with appropriate design of the HIT, a crowdsourcing platform
will yield the same annotations or answers as conventional ap-
proaches for collecting judgments from users, e.g., in a lab-
oratory setting [35], [36]. Since the crowdsourcing is a rela-
tively young discipline, to assure a high quality of results and
avoid spamming, the HIT design should be approached care-
fully. Namely, as suggested by [37] the quality of results de-
pends on the factors such as e.g., payment amount per HIT, task
complexity and worker qualification/reputation. However, the
same study suggests that there is no universal recipe on how to
choose those parameters. For example, increasing payment per
HIT generally results in a higher quality of results, but it also
attracts workers with a more sophisticated spamming methods.
Similarly, while increasing the task complexity (effort) might
lead to a higher amount of spam, it also yields a higher quality
of results after the spam is removed. The study presented in [38]
investigates techniques that help detect malicious workers and
consequently reduce amount of spam. For example, the study
suggests that the malicious users are less inclined to accept tasks
involving free text inputs than e.g., those with check boxes.
Considering these and related recommendations for ensuring

a high quality of results, we designed our crowdsourcing task
as follows. We recruited 20 different MTurk workers per loca-
tion for manual creation of reference summaries. As some of
them repeated the HIT for the other locations as well, the total
number of workers used for the task was 697. The images of a
given location were displayed to the worker in 10 rows with 10
images each. To get a better overview of the entire location and
fit images to the width of a computer screen, the height of each
displayed image was set to 60 pixels. The workers were able to
scroll vertically and horizontally and click on the image to see
it in full resolution. In the task description, we avoided steering
the workers towards any specific criteria for summary creation
or to bias them by revealing information about the location. The
precise wording of the task was: “ In this task we will show you
a set of 100 images and ask you to select 10 of them for a “vi-
sual summary”. The summary should capture the essence of the
larger 100-image set. In other words, by looking at the 10-image
visual summary, you should gain the same overall impression as
given by the larger 100-image set. ”
After the 10-image summary was created, the worker was

asked to sort the selected images in the order of importance and
briefly explain reasons for selecting each image using a free text
input form. Beside helping us to understand the criteria for sum-
mary creation, sorting images in the order of importance and
providing reasons for image inclusion in the summary using the
free text form served also as another spam control mechanism.
Further, the worker was expected to answer several questions
about the properties of the original 100-image set, such as e.g.,
whether it was difficult to create summary of a given image
set, whether the presented images in worker’s personal opinion
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Fig. 2. An example visual summary manually generated by an MTurk worker.
The images are further sorted in order of importance and the reasons for their
inclusion in the summary are indicated.

show significant or important things and whether they are di-
verse. The answers were provided via a 4-point Likert scale.
Finally, the free form text input was left for the feedback on
task complexity, user friendliness, question ambiguity etc. An
example visual summary made by a worker is shown in Fig. 2.

C. How Do Users Approach Visual Summarization

We first perform qualitative analysis of the manually gener-
ated visual summaries as well as the criteria for image selec-
tion reported by the MTurk workers. The analysis reveals that
most of them select images that are semantically similar to many
other images in the collection, making sure at the same time that
as many semantically different images as possible are included
in the summary. In this respect, this observation is in line with
the previous user studies such as e.g., [4] and suggests that a
trade-off between representativeness and diversity was targeted
by the workers. However, we avoid making such explicit hy-
potheses in this paper as the analysis also revealed that humans
often have distinct and individual perspectives on representa-
tiveness and diversity. Imposing the general expectations on a
summary and using them to steer the design of a summariza-
tion algorithm would therefore be rather artificial and distract
the summarization approach from reaching its goal. As an ex-
ample we compare the summaries in Figs. 2 and 3 that have both
been generated from the sets of highly diverse images showing
various objects and events. Since the worker in Fig. 3 decided
to include images of the Eiffel Tower only, considering exclu-
sively representativeness and diversity as defined in the pre-
vious work would lead to intuitive conclusion that the worker
does not consider diversity as an important criterion and that this
summary is qualitatively worse than the one in Fig. 2. However,
the worker in Fig. 3 does consider diversity, but at another se-
mantic level (e.g., different views are selected, the images are
captured during daytime and nighttime etc.). Such behavior is
more frequently observed in the case of image collections in-
cluding images of well-known objects or events (cf. Fig. 3).
Furthermore, we observed that the semantically similar im-

ages (e.g., showing the same object or event) were not neces-
sarily considered by the workers as equally suitable for inclu-
sion in the summary. For example, in a particular location for
which a summary is shown in Fig. 2, 7 out of 100 images are

Fig. 3. An example of behavior exhibited by a smaller number of workers to
represent a particular collection by the images of its most dominant/representa-
tive landmark or event.

Fig. 4. An example showing several semantically related images captured in
the area around a particular location. The numbers below each image indicate
how many out of 20 workers selected that particular image for the visual sum-
mary.

depicting swans. As shown in Fig. 4, one of those images was
included in the visual summary by 7 (out of 20) workers, which
indicates an unusually high consensus (inter-annotator agree-
ment). As already indicated in Section II, we relate this to the
notions of image aesthetic appeal and sentiment, which we as-
sume to have influenced the workers during the summary cre-
ation.

V. FEATURE EXTRACTION

Based on the insights derived from the study in Sections III
and IV, we propose an approach for automatic user-informed
selection of images serving as input for visual summary. Here
we first describe the categories of features we extract from the
images in the collection. Then, in Section VI, we elaborate on
the algorithm that deploys these features to learn to rank the
images based on their suitability for the visual summary.
As mentioned in the introduction, one of the particular novel-

ties of our approach is that we do not describe each image based
on its properties only, but also in the context of the other seman-
tically related images from e.g., the same geo-visual cluster.
More particularly, we represent each image with a feature
vector based on its “importance”, popularity, aesthetic ap-
peal and sentiment evoked in the users, but also with the mean
and variance of those features computed for the images within
the same geo-visual cluster. The mean is expected to improve
robustness of representation by propagating properties within
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a group of semantically similar images, while the variance in-
dicates to what degree such propagation is justifiable (e.g., how
much a particular feature varies among semantically similar im-
ages).

A. Geo-Visual Clustering

For each of 207 geographic areas (cf. Section IV-A), similar
to [5], we first cluster images using their geo-coordinates. To
cluster images into a certain number of geo-clusters, we make
use of affinity propagation clustering [39], which was proven ef-
fective for the similar tasks in our previous work [6] as well as
in [5] and [10]. Another property that makes the affinity propa-
gation clustering preferable to some alternatives is its effective-
ness in automatically determining the number of clusters.
The inputs into affinity propagation clustering are the simi-

larities between images computed as

(1)

where is the great circle distance be-
tween geo-locations and
associated with the images and .
After the geo-clusters are created, we produce the final

geo-visual clusters by clustering images belonging to the same
geo-cluster based on their visual features. The images are
represented using a popular bag of visual words model (BoW)
based on scale-invariant feature transform (SIFT) descriptors
[40]. First, a certain number of keypoints are detected and
described using the SIFT detector and descriptor. Further,
k-means clustering is used to cluster the descriptors extracted
from all images of a certain geographic area into 500 clusters
(visual words). Finally, an image is represented with a 500-bin
histogram, where each bin corresponds to a visual word in
the codebook. In the following step, we cluster images from a
particular geo-cluster into a certain number of visual clusters.
For that, we again utilize the affinity propagation clustering
using as the input image visual similarities

(2)

where and are the BoW feature vectors (histograms) of
images and .
We conjecture that a frequency of appearance of an object

or event in the images throughout the collection indicates its
importance for the visual summary. Therefore, given the de-
tected geo-visual clusters , for an image from the
cluster , we define the first component of the feature vector
of image as , where is the total number of im-
ages per location (here set to 100, as explained in Section IV-A).

B. Image Popularity

In photo sharing websites such as e.g., Flickr, image view
count and number of comments are generally believed to be cor-
related, at least weakly, with the user-perceived image aesthetic
appeal. As such information is usually relatively easy to ob-
tain and does not imply additional computational costs, without
going into a deeper analysis of the factors that influence pop-
ularity of social media, we decided to include it in our image
representation.

View Count: An image is represented by its view count ( )
as well as the mean and variance of the view counts of images
in the same geo-visual cluster ( and ).
Number of Comments: Number of comments posted on an

image together with the mean and variance of the number of
comments associated with the images belonging to the same
cluster are added as , and .

C. Image Aesthetic Appeal

To model image aesthetic appeal we make use of proven and
computationally inexpensive aesthetic appeal indicators, i.e.,
image aspect ratio, colorfulness, luminance and sharpness.
Aspect Ratio: Our user study indicates that the users have

a strong preference towards “landscape” image orientation or
in other words the images having larger width than height. The
exceptions are e.g., images of a particularly tall building such
as Eiffel Tower (cf. Fig. 3). We compute the aspect ratio as

, where and are the image width and height. Ad-
ditionally, we represent an image with the mean and variance of
the aspect ratio of all images from the same geo-visual cluster
( and ).
Colorfulness: Image colorfulness is evaluated using a metric

proposed in [28], which shows a high correlation with human
perception. Then, an image is represented with its estimated
colorfulness ( ) as well as the mean and variance of the col-
orfulness of the images belonging to the same geo-visual cluster
( and ).
Luminance: To calculate the global luminance of an image,

we first convert it from the RGB to YCbCr color space and
then compute the mean value of the Y-channel in all pixels. The
image is represented with its luminance ( ) as well as the
mean and variance of the luminance of all images belonging to
the same geo-visual cluster ( and ).
Sharpness: Image sharpness is evaluated using the publicly

available software [41], which computes the cumulative proba-
bility of blur detection (CPBD) at the edges in the image [42].
Similar to colorfulness and luminance, we represent each image
with its estimated sharpness ( ) as well as the mean and vari-
ance of sharpness of semantically related images from the same
geo-visual cluster ( and ).

D. Sentiment Analysis

Compared to some other content sharing websites, such as
e.g., YouTube, Flickr images are associated with a smaller av-
erage number of comments, which are often not very polarized.
While in YouTube a controversial semantic theme of a video
might cause an intensive discussion amongst visitors, such be-
havior is less frequently observed in Flickr. Still, as recently
suggested in [15], Flickr comments might carry a valuable in-
formation for estimating sentiment of an image.
Since Flickr comments are often written in different lan-

guages, we first translate them all into English using Google
Translate service. Further, for the terms appearing in the
Whissell’s Dictionary of Affect in Language (DAL) we obtain
the valence, activation and imagery scores. Valence value
indicates the level of pleasantness or unpleasantness that a
particular word expresses, activation indicates the associated
arousal level and the imagery designates whether a particular
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word is easy or hard to imagine. For example, the word beau-
tiful is associated with a maximum valence value 3, while
the word terrible has the lowest valence of 1. Contrary to
the word love, associated with a relatively high activation of
2.6, the word scenery has an activation of only 1.2. Finally,
an example of the word with the lowest imagery of 1 is like,
while the words designating objects, such as e.g., camera or
house are associated with a high imagery value of 3. Although
in e.g., narrative peak detection scenarios [31] usually only
valence and activation are utilized, we conjecture that even
imagery could provide a potentially valuable information for
determining sentiment of a comment. For example, a high
imagery of the words in the comments on a Flickr image might
indicate an absence of feedback containing strong sentiments
or rather descriptive nature of the comments.
Although, in general, natural language processing (NLP)

may prove beneficial for the sentiment analysis, here we choose
not to perform it for several reasons. Namely, as already men-
tioned earlier in this section, the Flickr comments are relatively
short, seldom polarized and frequently express appreciation of
the image, which simplifies the sentiment analysis and reduces
the need for NLP. Additionally, since the sentiment analysis
is not the main focus of this paper, we choose to perform it
in a simple and computationally inexpensive manner that was
proven effective in related work such as e.g., [43].
We compute the mean valence, activation and imagery values

for the words in a comment and then average it over all com-
ments posted on that image (feature vector components ,

and ). Finally, we also represent an image with the
mean and variance of valence ( and ), activation (
and ) and imagery ( and ) features across images
belonging to the same geo-visual cluster.

VI. USER-INFORMED IMAGE SELECTION

To facilitate the selection of images for the summary we set
as our target to produce a ranked list of images per location,
where the rank position of an image serves as an indicator of
its suitability for the visual summary. We approach learning to
generate the ranked list in a user-informed fashion, first by se-
lecting the training images from the human-created reference
summaries and then by learning the ranking function taking the
features from the previous section as the input.
We start the training data selection by sorting the images per

location (collection subset consisting of 100 images) according
to the number of MTurk workers that selected them for their
summaries. Further, we choose a set of image preference pairs,

, each consisting of a top ranked and a bottom ranked
image. In the selected set of preference pairs , a top or bottom-
ranked image can appear in only one preference pair and for
each preference pair , image is preferred over image
. Then, to learn the ranking model, a well-known RankSVM
method [44] could be used. In themethod originally proposed by
Joachims in [44], the RankSVM model is based on minimizing
the following objective function

(3)

where and are the feature vectors representing images
and , respectively, is a regularization parameter and is a

Fig. 5. Illustration of the agreement between human-made reference sum-
maries; (a) Histogram of the size of overlap between reference summaries
produced by different workers, which shows the number of summary pairs
having a particular number of images in common. (b) Histogram of the level of
agreement on the most popular image, which shows the number of locations for
which a particular number of workers selected the most popular image for their
summary. As the most popular image in a given location (collection subset),
we consider an image that appears in the largest number of summaries.

loss function, such as e.g., in case of
SVMLight implementation [44]. However, due to the relatively
high computational costs associated with training of SVMLight,
here we make use of a fast RankSVM method described in
[17], whose clear notation we adopt in (3). The method is based
on Newton optimization and avoids explicit computing of all
possible difference vectors to significantly reduce the
RankSVM training time.
As described in Section IV-A, the locations in Paris at which

the images were captured are often rather different in terms of
both semantic density and visual homogeneity. We conjecture
that the images selected for the visual summary by an MTurk
worker must be considered in the context of images of that par-
ticular geographic area. For example, their diversity and rep-
resentativeness strongly depends on e.g., the diversity of the
starting image set, whether the objects and events depicted in
the images are perceived as significant or important etc. Also, an
image might be selected not because it is particularly appealing,
but simply because most of the other images are perceived as
unappealing. Therefore, we train RankSVM separately for each
of locations (collection subsets) in the training set. Given a lo-
cation from the test image set, we apply the trained models and
produce lists of images ranked according to their suitability
for the visual summary. Finally, a rank aggregation algorithm is
applied to produce the final image ranking.

VII. THE PYRAMID APPROACH TO SET EVALUATION

As discussed in Section III-B, a common problem in evalu-
ation of e.g., document summaries and machine translations is
a low inter-user agreement (e.g., [25]). Fig. 5(a) shows a his-
togram of the level of agreement between summaries manually
produced by the MTurk workers. The histogram indicates that
the agreement is in general very low, with the mean of 1.5 and
median of 1. In other words, two reference summaries usually
have only one image in common, which makes the evaluation
algorithms such as e.g., BLEU [23], ROUGE [24] and VERT
[3] practically inapplicable. However, we also observe a high
inter-user agreement in case of some images.We conjecture that
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Fig. 6. Illustration of the pyramid structure, where each tier consists of the
images appearing in the same number of reference summaries. Each image in
the bottom tier appears in only one reference summary, while the images in
the top tier are those most frequently selected for the visual summary.

those images, frequently appearing in the reference summaries
are indeed the most important for the visual summary. The his-
togram in Fig. 5(b) shows in how many locations the workers
agree on the most popular image, where the image is considered
as the most popular if it appears in the largest number of refer-
ence summaries.
We observe that in each collection subset, there is at least

one image that has been selected for the visual summary by at
least 6 workers and that the median agreement on the most pop-
ular image per location is 9. To optimally exploit the inter-user
agreement, we follow the idea of [25] and propose a pyramid
approach for evaluating the suitability of images for the visual
summary. As illustrated in Fig. 6, each pyramid tier consists of
the images appearing in the same number of visual summaries.
The most frequently selected images are placed in the top tier,
while the bottom tier is composed of images that were selected
by a singleMTurk worker only. Images that do not appear in any
of 20 reference summaries generated for a given location are
considered unimportant and therefore discarded. For example,
in the particular case of location for which an illustration is
shown in Fig. 6, the pyramid has 9 tiers and the image in the
top tier appears in 11 out of 20 reference summaries.
We conjecture that an optimal set should include all images

from the upper tiers and draw the remaining images from the
last tier needed to reach a specified set size. In case of pyramid
depicted in Fig. 6, an optimal 5-image set should include all
images from the tiers and as well as 2 images from
the tier . Obviously, several optimal sets can be created
as described above and in this particular example the number
of such optimal sets is 3. According to the pyramid approach
an optimal set with images would receive the maximum
score computed as follows

(4)

Then, an arbitrary set with images receives the score

(5)

For example, as the pyramid depicted in Fig. 6 has 9 tiers, the
optimal 5-image set would receive the maximum score

.
In Section IX-A we will demonstrate that the pyramid score

is indeed effective in evaluating the quality of an image set.

VIII. EXPERIMENTAL SETUP

A. Baselines Used for Evaluation of the Pyramid Score

In Section IX-A the effectiveness of the pyramid score is eval-
uated through comparison of the values obtained for reference
summaries and the summaries composed of either the least pop-
ular images or the summaries output by the approaches that do
not take into account image popularity, aesthetic appeal or sen-
timent. More particularly, for comparison we use the following
baselines.
Low View Count: The images with the lowest view count

are selected.
RWR-RD [6]: The approach utilizes random walk with

restarts over a multi-layer graph modeling text associated with
the images, visual features extracted from them as well as the
information about users and their social network to select a set
of representative and diverse images of a particular geographic
area. The approach is designed such to show various aspects of
the area, but it is unaware of image popularity, aesthetic appeal
or sentiment.
MA Clustering: The approach is based on the same multi-

layer graph [6] as the RWR-RD approach described above and
utilizes random walk with restarts algorithm to compute multi-
modal image similarities. The images are further clustered using
the affinity propagation clustering [39] based on the computed
similarities and the cluster centroids are selected for the result
image set. Like RWR-RD, the approach does not focus on aes-
thetic properties of the images and their popularity.
Ensemble Clustering: The images are first clustered inde-

pendently using the low-level visual features and the text asso-
ciated with them [6] and then the ensemble clustering approach
[45] is applied to produce a single, reinforced clustering. Finally,
the clusters’ visual centroids are selected for the visual summary
of a collection. The approach does not make use of information
about image popularity, aesthetics or sentiment.

B. Baselines Used for Image Selection Evaluation

In Section IX-A we evaluate our proposed image selection
approach by means of the pyramid score and compare it with
two intuitive control baselines (Random and High VC) as well
as the proven visual summarization approaches (MAC-VC and
EC-VC).
Random: Images are randomly sampled from the collection.

We find it important to report the performance of a random base-
line in scenarios such as the one described in this paper, to inves-
tigate whether the performance of the tested approaches differs
significantly from random.
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High VC: Images are selected based on a high view count.
Although view count in general might be considered as an un-
reliable popularity indicator due to e.g., ease of manipulation
and bias towards highly popular content causing the long tail
problem [46], it is usually considered to be (weakly) correlated
with the aesthetic appeal and sentiment.
MAC-VC: A modification of MA Clustering approach de-

scribed in the previous section. Instead of choosing cluster cen-
troids for the final results list, an image with the highest view
count is selected to represent each cluster.
EC-VC: A variant of Ensemble Clustering approach de-

scribed in the previous section, which, instead of choosing
visual centroids, samples an image with the highest view count
from each cluster for the final results list.

C. Training RankSVM and Rank Aggregation

As explained in Section VI, we train RankSVM model sepa-
rately for all locations in the training set and produce ranked
lists of images for a test location. We experimentally set the
number of preference pairs (cf. Section VI) as a
tradeoff between three factors—the number of training sam-
ples (preferably larger), the quality of samples (preferably only
a small fraction of top and bottom ranked samples should be
used) and the total number of images per collection subset (in
this particular case—100). Once the individual ranked lists are
produced, the final ranking is generated through rank aggrega-
tion. In the past decade a number of approaches to rank aggre-
gation have been proposed [47], [48]. In our exploratory ex-
periments the approach proposed by Pihur et al. [48] yielded a
good performance, but due to a high computational complexity
and the fact that the main focus of this paper are not the ap-
proaches for rank aggregation, we opted for a lightweight alter-
native. Here we perform the rank aggregation by simply com-
puting the average rank of an image across all lists. In our
exploratory experiments such approach was proven to yield in-
significantly lower performance than computationally intensive
alternatives such as e.g., [48].

IX. EXPERIMENTAL RESULTS

Through the experiments presented in this section we aim to
answer the following research questions:
A. Is the pyramid score introduced in Section VII effective

in estimating the quality of an image set?
B. Does our proposed approach succeed in selecting a set of

images suitable for visual summarization?
C. Is the performance well distributed across locations/col-

lection subsets?
D. Which features are the most important for isolating im-

ages with desired properties?
E. What is the relationship between different features?
F. Is our proposed approach applicable in case of image col-
lections missing information richness of social media?

A. Evaluation of the Pyramid Score

We conjecture that a good evaluation metrics should yield a
significantly higher scores for the reference summaries man-
ually generated by the MTurk workers than for apparently
lower-quality image sets or image sets automatically generated

Fig. 7. Variation of pyramid score depending on the number of reference
summaries used for pyramid construction. The scores are computed for the
remaining reference summaries and the four visual summarization approaches.

without taking into account sophisticated features, such as those
related to e.g., image aesthetic appeal and sentiment. Our goal
is also to investigate how the scores change with the varying
number of reference summaries used to create a pyramid.
Therefore, we vary the number of reference summaries used
for pyramid building from 2 to 18 and compute the scores for
the remaining reference summaries and three summarization
approaches described in Section VIII-A: LVC, RWR-RD, MAC
and EC. The scores obtained for the reference summaries are
simply averaged for easier comparison. All scores obtained
for a particular approach under the same setting are averaged
across all locations.
The graphs in Fig. 7 show that the computed scores generally

grow with the increasing number of reference summaries used
to construct the pyramid. Further, the scores averaged over re-
maining reference summaries are significantly higher than those
computed for a set of images selected based on a low view count
and the baselines that do not take into account image aesthetic
appeal and sentiment.
In Fig. 8 we show for which percentage of locations image

set produced in a particular way yields the highest score. This
percentage increases with the increasing number of summaries
used to construct the pyramid. Again, the pyramid score appears
to be effective in discriminating between the high quality image
sets manually created by the MTurk workers and those created
automatically.

B. Evaluation of the Proposed Image Selection Approach

Here we compare the performance of our proposed approach
for user-informed image selection with the performance of
several competitive baselines described in Section VIII-B:
Random, High VC, MAC-VC and EC-VC. As the Figs. 7 and 8
indicate that the margin between scores computed for different
approaches increases with the increasing number of reference
summaries, for pyramid construction we make use of all 20
manually created summaries. We opt for a “leave-one-out”
strategy simultaneously training RankSVM on col-
lection subsets and apply the trained model on the remaining
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Fig. 8. Comparison of the pyramid scores assigned to the reference summaries
and the four visual summarization approaches. The percentage of locations for
which a particular approach yields the highest score is reported.

TABLE I
PERFORMANCE OF OUR RSVM-CAS SELECTION APPROACH
AND THE FOUR BASELINES REPORTED IN TERMS OF PYRAMID

SCORE AVERAGED OVER ALL 207 LOCATIONS

subset (location). Finally, for easier comparison we report the
scores averaged over all 207 locations.
The performance comparison of our RSVM-CAS selection

approach and the four baselines in terms of pyramid score av-
eraged over all 207 locations is presented in Table I. Our pro-
posed approach clearly selects higher-quality image sets of var-
ious sizes . Further, although Random image selection yields
a reasonable collection sampling in terms of e.g., representa-
tiveness and diversity [6], this approach does not take into ac-
count criteria found important by the users when creating vi-
sual summaries, such as e.g., image aesthetic appeal and sen-
timent. Finally, view count might be considered as a solid se-
lection strategy in cases when a low computational complexity
is required. However, view count alone is often seen as an un-
reliable popularity indicator as it can be unavailable and ma-
nipulated, but it can also lead to a bias towards the mainstream
content. Although our proposed RSVM-CAS approach makes
use of view count and number of comments, we conjecture that
the other features modeling image aesthetic appeal, sentiment
and context make it more robust to those and similar negative
factors.

C. Performance Distribution Across Image Collection

To investigate whether the performance of our proposed
RSVM-CAS approach is well distributed across the collection,
we compute the percentage of locations for which a particular
approach performs better then the alternatives. As shown in

TABLE II
PERFORMANCE OF OUR RSVM-CAS SELECTION APPROACH AND THE
FOUR BASELINES REPORTED IN TERMS OF PERCENTAGE OF LOCATIONS

FOR WHICH A PARTICULAR APPROACH IS THE BEST PERFORMER

TABLE III
RANKED LIST OF FEATURES SORTED BY THEIR EFFECTIVENESS IN

DISCRIMINATING BETWEEN IMAGES APPEARING MOST FREQUENTLY IN THE
REFERENCE SUMMARIES AND THOSE SELECTED LEAST FREQUENTLY

Table II, our proposed RSVM-CAS approach is the best per-
former in the largest number of locations for various sizes
of the output image set.

D. Analysis of Feature Discriminativeness

Here we compare the effectiveness of each feature used in
discriminating between images that appear frequently in the ref-
erence summaries and the least popular ones. For each location
we select 20 images appearing most frequently in the reference
summaries and treat them as the positive class. Similarly, for the
negative class we select 20 images that appear least frequently
in the reference summaries. Further, we perform the forward
feature selection for classification using the 1-Nearest Neighbor
error criterion, which first selects a single most discriminative
feature and which further iteratively selects the feature that im-
proves most the discriminativeness of the feature set. Once the
list of features sorted according to their discriminativeness is
produced for each location, we perform the rank aggregation by
averaging the rank of each feature across all 207 ranked lists.
The ranked list of features is shown in Table III.
Surprisingly, image aspect ratio and colorfulness features

emerge as the most discriminative, which further confirms our
assumption that the users are to a large extent driven by image
aesthetic appeal when selecting images for the visual summary.
For example, the most frequently occurring aspect ratios
in the entire image collection are 1.2723, 1.4164, 0.7300,
1.4085, 0.6521 and 0.9540, while the most frequent aspect
ratios amongst the images selected by the MTurk workers are
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Fig. 9. Relationship between features expressed in terms of median correlation
coefficient computed over all locations. Red and green colors indicate positive
and negative correlation.

1.3333, 1.5015, 0.7500, 1.4970, 0.6660 and 1.0000. Further, a
high discriminativeness of mean aspect ratio feature confirms
our assumption about importance of image context. We con-
jecture that in the case of e.g., “panoramic” spots many images
will have a similar aspect ratio that best captures the content of
the scene. In that sense, a similar aspect ratio of the images in
a particular geo-visual cluster might be (implicitly) indicative
of e.g., interestingness or visual appeal of a view from that
location. Lightweight popularity indicators such as e.g., view
count and number of comments are also positioned high in the
ranked list. Finally, sentiment features extracted from image
comments, namely valence, activation and imagery fall into the
group of the most discriminative features as well. Valence and
activation appear to be more important than imagery, which
is not surprising, since those features provide more explicit
information about sentiment of a word.
On the other hand, sharpness and luminance appear to be less

important than the other aesthetic appeal and sentiment features.
Also, a relatively low rank of cluster size feature might indi-
cate that aesthetic attributes of the image as well as the senti-
ment it evokes play a more important role than the represen-
tativeness and diversity. Finally, when considering contextual
features (i.e., mean and variance of a particular feature com-
puted for semantically similar images, e.g., those in the same
geo-visual cluster), mean is to be preferred to variance. This
observation may suggest that the feature variability within a set
of images belonging to the same geo-visual cluster is relatively
small.

E. Relationship Between Different Features

To complement the experiment from the previous section,
here we investigate the correlation between different features.
The heat map in Fig. 9 visualizes the relationship between fea-
tures expressed in terms of median correlation coefficient com-
puted over all 207 locations.
As shown in Fig. 9, there is no apparent correlation between

view count and the image sentiment features—valence, acti-

TABLE IV
PERFORMANCE OF OUR RSVM-CA AND RSVM-CAS

SELECTION APPROACHES REPORTED IN TERMS OF PYRAMID
SCORE AVERAGED OVER ALL 207 LOCATIONS

vation and imagery. Also, image aesthetic appeal features in-
cluding image aspect ratio and colorfulness, which emerged as
the most discriminative features in the previous section, seem to
be uncorrelated with the view count and number of comments.
However, the number of comments shows a certain degree of
correlation with the valence, activation and imagery, which is
somewhat expected considering the fact that those features were
extracted from the image comments. Finally, we observe a high
correlation between valence, activation and imagery features.

F. Extension to Non-Annotated Image Collections

Compared to rich social media, offline collections are often
poorly (if at all) annotated and images are lacking the useful
information such as e.g., title, description, tags, comments
and view count. Here we investigate the effectiveness of our
approach in such cases when only information automatically
captured by the camera is available, i.e., image content and
automatically captured geo-coordinates. Although the geo-tags
available in Flickr are sometimes manually inserted by the
users, for the purpose of this experiment we consider them
all to be automatically generated by the capturing device. We
conjecture that the increasing availability of capturing devices
(e.g., cameras and smart phones) with a high positioning
accuracy, make the scenario realistic. In the cases when the
geo-coordinates are not available at all, a clustering described in
Section V-A could be performed based on e.g., visual features
only.
Following the scenario described above, we retain only the

following features: cluster size , aspect ratio , mean
aspect ratio , var aspect ratio , colorfulness ,
mean colorfulness , var colorfulness , luminance

, mean luminance , var luminance , sharp-
ness , mean sharpness and var sharpness .
Performance of our proposed approach utilizing contextual and
image aesthetic appeal features only (RSVM-CA) is shown in
Table IV.
Comparing the results in Table IV with those in Table I

we observe that the RSVM-CA manages to outperform the
approaches utilizing rich information available in social
media, while being agnostic to image aesthetic appeal and
image sentiment. However, the performance drop compared to
RSVM-CAS confirms the importance of popularity indicators
and image sentiment features.

X. DISCUSSION AND FUTURE WORK

We have used information about how humans select images
for visual summaries, which was collected with a large-scale
crowdsourcing study, as the basis for a novel method for
automatically selecting images for visual summarization. The
crowdsourcing study revealed inherent properties of images
that are important for humans and also provided us with training
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data. Our approach uses features based on these properties and
RankSVM method to generate a list of images ranked by their
suitability for inclusion in a visual summary. As such, the
selected image set can be used as a “general purpose” visual
summary or as a starting point in building a summary with
particular properties.
We discuss a phenomenon of a low inter-user agreement and

prove effectiveness of the metric based on the pyramid score in
evaluating the quality of a selected set of images. Both the eval-
uation metric and our image selection approach are tested on a
collection of geo-referenced Flickr images. Under various con-
ditions our approach has proven effective in generating image
sets composed of images that are frequently selected for the vi-
sual summaries by humans. The approach shows a potential for
use in both information-rich social media environments as well
as in the case of non-annotated image collections.
Both our large-scale user study and the analysis of feature dis-

criminativeness indicate the effectiveness of the computation-
ally inexpensive image aesthetic appeal features. Our analysis
places image popularity indicators and sentiment features in the
group of most discriminative features and their use brings an ad-
ditional improvement in the system. Surprisingly, no apparent
correlation has been found between image aesthetic appeal fea-
tures and the popularity indicators, which might indicate that
some other properties have a larger impact on the popularity of
social media. We leave a deeper study of the relations between
different features for the future work.
Although we prove the effectiveness of the pyramid score

in evaluating the quality of selected image sets from the as-
pect of selection of images found by users as suitable for visual
summarization, it does not explicitly evaluate attributes such as
e.g., image set diversity. We believe that the largest potential
for better incorporating diversity into the evaluation metric is
a more sophisticated means of determining the semantic simi-
larity between images. Further, we demonstrate that the amount
of data and a low inter-user agreement deem the traditional eval-
uation metrics such as e.g., ROUGE and BLEU practically in-
applicable, creating a need for the metrics taking into account
specificities of multimedia content. Also, as we show in this
paper, the way the users perceive the image selection criteria
and their interplay are often more complex than the related work
in the field often suggests. In our future work we will further in-
vestigate those criteria and the means to evaluate them.
Currently we are estimating sentiment of the comments

posted in response to the images only, but we plan to investi-
gate whether useful affective information might be extracted
from image title, tags and description generated by the uploader.
Finally, our future work will also include a deeper analysis of
the factors that influence effectiveness of our approach.
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